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Instruction Tuning Large Language Models to 
Understand Electronic Health Records

Paper Code

MIMIC-Instr: A Dataset of 400K EHR-Grounded Instruction-Following Examples

Llemr: A Foundation Model for EHR Data

Two-Stage Training

• Stage 1: Training for Schema 
Alignment: Only train the 
projection matrix with 350K 
schema-alignment QA pairs

• Stage 2: Training for Clinical 
Reasoning: Train both the LLM 
and the projection matrix with 
50K clinical-reasoning QA pairs

Background: Complex EHR Systems

• 165.3 alerts/patient/day
• 4.5% were important
• Physicians spent 3.17 hours/day on EHR systems

Idea: Streamline EHR with LLM
• LLMs can understand complex inputs and follow human instructions to solve diverse tasks
• LLMs also encode clinical knowledge

• Goal
• Develop a conversational AI assistant for EHR data

Image credit: https://sites.research.google/med-palm/

Experiment Results
• As Conversation AI Assistant • On Clinical Predictive Benchmarks

• Example Responses

Challenges
• 1. Lack of large-scale EHR-grounded instruction-following data

• 2. Heterogeneous EHR Data
• E.g., Minute-level heart rate vs. weekly glucose tests
• ICD-9 vs. ICD-10
• Blood glucose in mg/dL vs. mmol/L
• Requires complex preprocessing


