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Abstract—Artificial Intelligence (AI)-powered medical diag-
nosis systems can play a vital role in healthcare by enabling
early detection of COVID-19, pneumonia, and tuberculosis. While
chest X-ray diagnostics continue to be an essential tool in
clinical assessment, timely identification is crucial as it facilitates
prompt medical intervention. In this research, we present a novel
AI-driven diagnostic system that combines three operational
components: applying knowledge distillation methods with semi-
supervised segmentation procedures and multi-class classification
features to achieve better accuracy rates and operational effec-
tiveness. Our research employed 20,000 four-class chest x-ray im-
ages for evaluation following preprocessing operations involving
downsampling and augmented techniques. Using semi-supervised
segmentation, the UNet model achieved a Dice score of 98% and
an IoU of 97%, effectively isolating lung regions to create a
refined dataset. We then trained both subsets of the dataset -
segmented and original - on CNN models such as InceptionV3,
VGG16, ResNet-50, DenseNet-121, and their Attention enhanced
variants, followed by ensembled CNNs and CLIP-ViT-L/14. Of
these, the ViT model demonstrated the highest score through
training on segmented data at 97% accuracy, establishing it as the
most suitable teacher model for knowledge distillation. This led
to CLIP-KDViT, which distilled knowledge into the MobileNetV2
student model, achieving 99% accuracy on segmented images
and classifying 3,000 unseen test images with 97.2% accuracy
and a 2.8% misclassification rate. The optimized pipeline was
then integrated into our web application, Respire Check, which
incorporates Grad-CAM for explainability, demonstrating the
full functionality of our AI-driven X-ray diagnosis system.

Index Terms—UNet, Semi-Supervised, Dice, IoU, Ensemble,
CLIP-KDViT, Knowledge Distillation (KD), Streamlit

I. INTRODUCTION

The three major global health threats that are the leading
causes of death worldwide are COVID-19, pneumonia, and
tuberculosis (TB). Millions lose their lives each year to these
diseases and posing substantial risks to vulnerable populations
[1]. Recent health statistics demonstrate the critical need
for advanced diagnostic methods because tuberculosis rates

have risen since 2020, with annual fatalities reaching 1.5
million [2], pneumonia cases among 5 to 14-year patients
increased by 73% [3], and COVID-19 caused 7 million deaths
across 229 countries [4]. Despite these alarming figures, X-
ray imaging stands as one of the primary diagnostic tools
for respiratory conditions. However, its effectiveness relies
on radiologists’ expertise, and the complexity of interpreting
diverse disease patterns can lead to long examination times and
potential misdiagnoses [6]. This is where AI-driven technology
demonstrates great potential to automate disease detection [5].
Due to issues with unequal class distributions and illness
feature similarities, many deep learning models now used for
lung disease classification require large amounts of labeled
data to function well enough, albeit consuming substantial
computational resources [7]. So, we have devised an approach
where we deploy a model that improves classification accuracy
through the segmentation process, as it solely allows the model
to focus on the regions of interest [8] and then make the model
efficient enough to make it globally accessible on any devices
using knowledge distillation [9], so that people from rural and
underserved areas can also use it through their smartphones,
bridging the gap in healthcare accessibility and empowering
communities with limited resources.

II. RELATED WORKS

A. Disease Detection and Classification Models
Medical image classification has experienced a revolution-

ary shift due to deep learning integration in medical fields.
[10] led to a diagnosis accuracy of 98.05% for COVID-19
along with pneumonia and lung cancer. The research team
of Ahmed et al. [11] achieved 98.72% success in pneumonia
and tuberculosis diagnosis when working with limited medical
resources. The clinical user interface from Narayana et al.
[12] united VGG16 and SMOTE into one detection system



to identify eight lung diseases with 96.42% accuracy.Through
an analysis of 145,202 images, Wang et al. [13] successfully
classified pneumonia into viral, non-viral, and COVID-19
types at radiologist standards. The study by Kulkarni et al. [14]
evaluated CNNs to determine their performance through AUC
measures that reached 0.95 for COVID-19, 0.99 for TB, and
0.98 for pneumonia detection. The researchers at Muthaki et
al. [15] established a diagnostic model ensemble that delivered
98.37% accuracy for thoracic disease detection.

B. Advanced models and optimization techniques
Deep learning recent developments improved the accuracy

levels of detecting chest diseases through CXR examinations.
The TB detection performance of DenseNet201 utilizing seg-
mented lungs reached 98.6% according to Rahman et al. [16]
while surpassing the 96.47% accuracy of ChexNet. According
to Mamalakis et al. [17] DenResCov-19 accomplished 99.60%
AUC-ROC performance by integrating DenseNet-121 with
ResNet-50. DeepX-Ray by Chakraborty et al. [18] merged
ResNet50-UNet to achieve 100% accuracy and 96.19% IoU.
Hadhoud et al. [19] developed a TB detection system by
uniting ResNet-50 with ViT-b16 which resulted in 98.97%
accuracy. The research conducted by Chen et al. [20] applied
modifications to ViT which yielded superior results than
traditional CNN models with four-class recognition reaching
95.79% and three-class recognition at 99.57%. The union of
VGG16 and VGG19 with attention modules for TB detection
according to Kebache et al. [21] resulted in 99.78% accuracy.

C. Knowledge Distillation, segmentation, interpretability and
Explainable AI

Medical imaging processes have improved through knowl-
edge distillation and advanced segmentation models that allow
efficient diagnosis of COVID-19 and pneumonia and tubercu-
losis. Real-time mobile and cloud diagnoses were measured
at 97% accuracy according to Kabir et al. [22] BabaAhmadi
et al. [23] derived knowledge from VGG19 and ResNet50V2
to apply it in MobileNetV2 with a precision rate of 98.8%.
Akhter et al. [24] built MLCAK utilizing ViT for making
low-resolution CXR image classifications. The integration of
Xception with UNet and UNet+ achieved 97.45% accuracy
according to Nillmani et al. [25]. Ou et al. [26] implemented
a U-Net ensemble to segment TB lesions while reporting
1.0 accuracy and 0.70 IoU. The research team of Panwar et
al. [27] managed to detect COVID-19 within two seconds
through their implementation of transfer learning and Grad-
CAM method.

III. METHODOLOGY

A. System Diagram
The overall workflow of our proposed approach is illustrated

in Fig. 1. All the stages will be explained in the following
sections.

B. Dataset Acquisition
We leveraged multiple datasets to ensure our segmenta-

tion approaches are robust across diverse medical imaging
domains.

Fig. 1. System Diagram

1) NIAID TB Dataset: The NIAID TB dataset [28] in-
cludes 10,500 TB-positive CXR images from 6,000 cases in
PNG/JPEG formats, shared via academic access for research
purposes.

2) Open Access Mendeley Dataset: This dataset combines
two open sources [29] [30], providing approximately around
4,100 images per class (Normal, COVID-19, Pneumonia) after
merging and balancing.

3) NIDCH Test Dataset: We collected 28 real-time lung X-
rays from NIDCH Hospital, verified by a radiology specialist
there, for testing on unseen data.

4) Merging The Datasets: We merged the Open Access
Mendeley [29], [30] and NIAID TB [28] datasets, removing
duplicate COVID-19 images and adding custom images for
Normal and Pneumonia. Final counts: Normal (4,115), Pneu-
monia (4,110), COVID-19 (3,214), and selected 4,053 high-
quality TB images from NIAID, ensuring a balanced dataset
for model training.

C. Preprocessing Techniques
To enhance model performance, we applied preprocessing

techniques including downsampling and augmentation. Images
were resized to 256 by 256 pixels for consistency, reducing file
sizes and improving training efficiency. Augmentation meth-
ods such as rotations, shifts, brightness adjustments, zooming,
and flips were employed to mitigate class imbalance and
overfitting, expanding each class to 5,000 images, as shown
in Table I and Fig. 3.

TABLE I
SAMPLES OF EACH CLASS BEFORE AND AFTER AUGMENTATION

Class Name Before After
NORMAL 4115 5000

PNEUMONIA 4110 5000
TUBERCULOSIS 4053 5000

COVID 3214 5000

D. Segmentation
A crucial preprocessing step for isolating lung regions

in chest X-rays. Using a pre-trained U-Net model (Fig.
4), we generate masks to extract lung areas, ensuring the
model focuses on relevant features during training. This
study explores three segmentation approaches: threshold-
based, contour-based, and semi-supervised segmentation.



1) U-Net Architecture: U-Net is a CNN designed for med-
ical image segmentation, as shown in Fig. 2, consisting of an
encoder-decoder structure, where x is the input, W represents
the convolutional kernel, and b is the bias.

F (x) = W ∗ x+ b (1)

The downsampling process is achieved using max pooling,
where R defines the pooling region: y = maxi,j∈R xi,j

To restore spatial resolution, upsampling is performed us-
ing transposed convolution, where WT is transposed weight
matrix. Skip connections used further refine segmentation.

y = WT ∗ x (2)

Fig. 2. U-Net architecture Diagram [25]

2) Threshold Based Segmentation: The threshold-based
segmentation used pixel intensity limit to separate the lung
region from the whole picture.

3) Contour Based Segmentation: Contour-based segmenta-
tion detected lung boundaries by identifying the edges, where
the intensity shows a great change.

4) Semi Supervised (Manually Annotated Mask) Segmenta-
tion: This technique involved using already prepared manually
annotated masks. For this, we utilized a dataset from [31]
containing 3,000 original images (1,000 each from Normal,
COVID-19, and Pneumonia classes), along with their 3000
ground truth masks, which were trained through our U-Net
model, just like the other two methods.

Determining the best segmentation method, we generated
masks for the entire dataset, isolating lung regions for a fully
segmented version dataset.

E. Train-Test-Validation Split

To ensure robust model evaluation, both original and seg-
mented dataset was split into three subset ratio: 0.7 for
training, 0.15 for testing, and 0.15 for validation, which allows
the model to learn from a large portion of the data during
training while being assessed on unseen data in both the
validation and testing phases.

F. Applied Models

Our research incorporated deep-learning architectural strate-
gies by utilizing CNNs to extract spatial data and employing
ensemble techniques to improve predictive tasks. The inte-
gration of Transformer-based models allowed the detection
of complex relationships within the data to explore various
patterns and enhance total performance.

1) CNN Models: Following pre-trained CNN architectures
were deployed to extract spatial features from images:

VGG-16 applies 3x3 convolutions with max pooling and
fully connected layers for classification. InceptionV3 inte-
grates multi-scale convolutions (1x1, 3x3, 5x5) with auxil-
iary classifiers for efficiency. ResNet-50 introduces residual
learning with skip connections to combat vanishing gradients.
DenseNet-121 enhances gradient flow using dense connections
where each layer receives inputs from all previous layers.
EfficientNet-B2 utilizes compound scaling for an optimal
balance of accuracy and efficiency, making it suitable for
ensemble learning, which is deployed later.

CNNs apply convolution, activation, and pooling, as shown
in Fig. 3, mathematically represented as:

ŷ = softmax(WnFn + bn) (3)

where ŷ is the predicted class probability, Wn and bn are
learned parameters, and Fn is the extracted feature represen-
tation.

Fig. 3. CNN Architectures Overview [25]

2) CNN Models with Attention Mechanism: To enhance
feature extraction, we integrated the Squeeze-and-Excitation
(SE) Block into base CNN architectures. The SE Block
consists of three steps:

Squeeze: Global average pooling reduces the spatial dimen-
sions of feature maps.

Excitation: Two fully connected layers learn channel-wise
dependencies:

s = σ(W2δ(W1z)) (4)

where W1 and W2 are weights, δ is ReLU, σ is sigmoid, and
z is the squeezed feature map.

Scale: The excitation weights are applied to the feature map
through channel-wise multiplication.



3) Ensemble Models: We implemented four ensemble mod-
els combining two CNNs each, addressing input size differ-
ences through resizing and adaptive pooling. The ensembles
included: (1) EfficientNet-B2 and ResNet-50, (2) EfficientNet-
B2 and DenseNet-121, (3) VGG-16 and DenseNet-121, (4)
VGG-16 and EfficientNet-B2.

Final predictions were averaged across individual models:

yensemble =
1

N

N∑
i=1

yi (5)

where yi is the output of the i-th model, and N is the number
of models in the ensemble.

4) Vision Transformer Model (CLIP ViT-L/14): The CLIP
ViT-L/14 model uses the Vision Transformer (ViT) architec-
ture, which divides images into fixed-size patches, embeds
them, and processes them through self-attention layers [32].
It aligns visual features with text through contrastive learning,
where the attention matrix captures relationships between
image patches. The image encoder generates embeddings from
a classification token, while the text encoder generates embed-
dings from tokenized text, so we freeze text encoder to avoid
training complexity. For tasks like classification, freezing text
encoder allows model to focus on training the image encoder,
enabling it to learn task-specific visual patterns without the
complexity of retraining the text encoder. The attention matrix
is calculated as follows:

Attention(Q,K, V ) = Softmax

(
QKT

√
dk

)
V (6)

That is how, CLIP ViT-L/14, as shown in Fig. 4, is employed
in this learning, enhancing classification performance.

Fig. 4. Clip ViT-L/14 model architecture

G. Knowledge Distillation

We propose CLIP-KDViT, a Knowledge Distillation (KD)
framework that transfers knowledge from CLIP ViT-L/14 to
a compact MobileNetV2 student model, optimizing accuracy
and efficiency for mobile and edge devices. The teacher’s
robust feature extraction enhances the student’s generalization
and classification performance. Both models extract feature
representations for loss computation, with the student trained
on original and segmented datasets using soft labels to capture

fine-grained class similarities. Training follows an iterative
AdamW optimization process, selecting the best student
model based on validation performance.To ensure effective
knowledge transfer, we optimize multiple loss functions:

• Logit-based KD Loss (KL Divergence): Aligns soft
labels.

• Feature-based KD Loss (feat): Matches feature repre-
sentations.

• Attention-based KD Loss (Attn): Aligns attention maps
for focus.

• Cross-Entropy Loss (CE): Learns from true labels.
• Intermediate Layer Matching (MSE): Aligns feature

maps.
Ltotal = αLCE+βLfeat+γLattn+δLlogit+εLint+

τ

T
LKD

(7)
An Attention Mechanism refines feature alignment, ensuring
the student mimics the teacher’s focus on key image regions.
Dynamic Temperature (τ ) and Alpha (α) are adaptively ad-
justed for optimal teacher-student supervision balance. By
integrating advanced KD techniques, CLIP-KDViT achieves
a bridge between accuracy and efficiency, making it ideal for
edge devices and low-resource environments [33] [34].

H. Explainable AI for Heatmap Generation
To improve interpretability, we employed Gradient-

weighted Class Activation Mapping (Grad-CAM) to highlight
critical image regions influencing model predictions. Grad-
CAM computes gradients of the target class score with respect
to the final convolutional layer feature maps , determining
feature importance. The class activation map is computed as:

Lc = ReLU

(∑
k

αc
kA

k

)
. (8)

I. Matrices Used for Result Evaluation
We evaluated model performance using Accuracy, IoU,

Dice, Precision, Recall, and F1-score. The final results were
averaged across all four classes rather than reported individu-
ally. The mathematical equations for each matrix are given in
the equation below [35] [16]:

Accuracy =
TP + TN

TP + FN + FP + TN
(9)

IoU/Jaccard Index =
TP

TP + FN + FP
, (10)

Dice Coefficient =
2× TP

2× TP + FN + FP
. (11)

Precision =
TP

TP + FP
(12)

Recall =
TP

TP + FN
(13)

F1-score =
2× Precision × Recall

Precision + Recall
(14)

where TP (True Positive), TN (True Negative), FP (False
Positive), and FN (False Negative) are the fundamental com-
ponents of the confusion matrix.



IV. RESULTS AND DISCUSSION

A. Results of Segmentation
The Threshold-based produced low-accuracy grayscale

masks, making it ineffective for clear lung isolation. While
better than thresholding, Contour-based included background
noise, reducing precision. The most accurate was shown by
Semi-Supervised, where the model precisely learned to capture
lung shapes, as shown in Fig. 5.

Fig. 5. U-Net Generated Masks and Segmented Images from all Segmentation
methods.

Table II and Fig. 6 shows that the best segmentation results
were demonstrated by the Semi-Supervised method, with an
accuracy of 99.1 percent, a Dice score of 0.98 and IoU of 0.97.
These metrics indicate outstanding performance, making it the
most effective approach for segmentation.

TABLE II
PERFORMANCE METRICS FOR DIFFERENT SEGMENTATION TYPES

Segmentation
Types

Accuracy Loss Precision Recall Dice IoU

Threshold 92.6 0.11 0.86 0.95 0.90 0.85
Contour 92.8 0.18 0.93 0.94 0.93 0.87
Semi-
Supervised

99.1 0.02 0.98 0.98 0.98 0.97

Fig. 6. Accuracy and Loss Plots of All Segmentation Methods

B. Results of CNN Models

CNN models exhibited distinct trends across original and
segmented datasets (Table III, Fig. 7). VGG-16 maintained
stable performance, while InceptionV3 with attention on seg-
mented data achieved the highest accuracy of 0.96. ResNet-
50 showed improvement with segmentation, suggesting noise
reduction, whereas DenseNet-121 performed best on original
data, indicating reliance on fine-grained details lost during seg-
mentation. The SE attention mechanism consistently enhanced
all the model’s performance.

Fig. 7. Accuracy and Loss Plots of All CNN and Ensemble Models

C. Results of Ensemble Models

The ensemble models further improved classification out-
comes (Table IV, Fig. 7). VGG-16 + EfficientNet-B2 (Seg-
mented) achieved the highest accuracy of 0.96 with validation
accuracy reaching 0.97. Segmentation also benefited VGG-
16 + DenseNet-121 and EfficientNet-B2 + ResNet-50, both
showing noticeable accuracy gains, reinforcing the role of
segmentation in enhancing robustness.

D. Results of CLIP ViT-L/14 Model

Moving beyond CNNs, the ViT model demonstrated su-
perior generalization (Table VI). Accuracy increased from
0.96 to 0.97 on segmented data, with lower training and
validation losses. Precision, recall, and F1-score all reached
0.97, highlighting the benefits of segmentation in focusing on
key features.

E. Efficiency of Knowledge Distillation with CLIP ViT-L/14

After applying knowledge distillation using a much smaller
and less complex model, as shown in Table V, the student
model outperformed the teacher (Table VI, Fig. 8), reaching
0.97 accuracy on original and 0.99 on segmented data. The
distilled student model demonstrated minimal test loss (0.07)
and near-perfect precision, recall, and F1-score (0.98), marking
the highest performance among all pipelines. MobileNetV2
effectively absorbed ViT’s knowledge, underscoring the ad-
vantages of compression for medical imaging.

F. Discussion

The results highlight a structured progression towards
achieving optimal performance. While our CNN-based ap-
proach performed comparably to existing work [25], the



TABLE III
PERFORMANCE OF CNN MODELS WITH AND WITHOUT ATTENTION MECHANISM IN BOTH DATASETS

CNN Models Accuracy Loss Val Accuracy Val Loss Precision Recall F1-Score
VGG16 (Original) 0.90 0.27 0.92 0.23 0.92 0.92 0.92
VGG16 (Segmented) 0.86 0.39 0.87 0.35 0.87 0.87 0.86
VGG16 (Original + Attention) 0.92 0.23 0.92 0.23 0.92 0.92 0.92
VGG16 (Segmented + Attention) 0.88 0.34 0.89 0.28 0.90 0.90 0.90
InceptionV3 (Original) 0.91 0.26 0.92 0.22 0.93 0.93 0.93
InceptionV3 (Segmented) 0.87 0.36 0.89 0.32 0.89 0.89 0.89
InceptionV3 (Original + Attention) 0.96 0.08 0.94 0.11 0.96 0.95 0.95
InceptionV3 (Segmented + Attention) 0.96 0.09 0.96 0.16 0.96 0.96 0.96
ResNet50 (Original) 0.51 1.07 0.58 0.95 0.62 0.60 0.60
ResNet50 (Segmented) 0.70 0.78 0.78 0.62 0.76 0.75 0.75
ResNet50 (Original + Attention) 0.77 0.62 0.77 0.57 0.79 0.79 0.79
ResNet50 (Segmented + Attention) 0.77 0.59 0.81 0.52 0.80 0.80 0.80
DenseNet121 (Original) 0.93 0.20 0.94 0.18 0.94 0.94 0.94
DenseNet121 (Segmented) 0.80 0.50 0.89 0.32 0.88 0.88 0.88
DenseNet121 (Original + Attention) 0.95 0.11 0.94 0.17 0.94 0.94 0.94
DenseNet121 (Segmented + Attention) 0.91 0.26 0.93 0.21 0.92 0.92 0.92

TABLE IV
PERFORMANCE OF ENSEMBLE MODELS IN BOTH DATASETS

Ensemble Models Accuracy Loss Val Accuracy Val Loss Precision Recall F1-Score
EfficientNet-B2 + ResNet-50 (Original) 0.92 0.26 0.95 0.20 0.92 0.92 0.92
EfficientNet-B2 + ResNet-50 (Segmented) 0.94 0.24 0.96 0.18 0.96 0.96 0.96
EfficientNet-B2 + DenseNet-121 (Original) 0.89 0.36 0.79 0.60 0.88 0.88 0.86
EfficientNet-B2 + DenseNet-121 (Segmented) 0.93 0.26 0.94 0.21 0.95 0.95 0.95
VGG-16 + DenseNet-121 (Original) 0.92 0.22 0.96 0.13 0.94 0.94 0.94
VGG-16 + DenseNet-121 (Segmented) 0.95 0.16 0.94 0.13 0.95 0.95 0.95
VGG-16 + EfficientNet-B2 (Original) 0.94 0.20 0.95 0.16 0.91 0.90 0.90
VGG-16 + EfficientNet-B2 (Segmented) 0.96 0.10 0.97 0.09 0.96 0.96 0.96

TABLE V
PERFORMANCE METRICS AND PARAMETERS OF TEACHER AND STUDENT MODEL IN KNOWLEDGE DISTILLATION

Metric Teacher (Original) Student (Original) Teacher (Segmented) Student (Segmented)
Model Size (MB) 1631.24 MB 9.24 MB 1631.24 MB 9.24 MB
Trainable Parameters 427.62M 2.03M 427.62M 2.03M
Training Time/Epoch (s) 840s 360s 660s 270s
Total Training Time (s) 8400s 3600s 6600s 2700s
Inference Time/Image (s) 4s 2s 3s 1s
GPU Utilization (%) 85-90% 35-40% 75-80% 20-30%
CPU Utilization (%) 60-70% 15-25% 45-50% 10-25%

integration of ensemble learning further refined accuracy.
However, the most substantial improvement came from the
ViT model, which outperformed CNNs on segmentation tasks
(Table VI). By leveraging knowledge distillation, the student
model not only retained ViT’s accuracy but exceeded it,
achieving 0.99 accuracy in training and 0.972 on unseen
images (Fig. 9). With a misclassification rate well below reg-
ulatory thresholds (510(k) FDA guidelines [36]), this system
demonstrates strong potential for clinical deployment.

G. Grad-CAM Visualization

Lastly, we deployed our best evaluated model pipeline
into our own web-based application, Respire Check, which
is developed using Streamlit in a Python environment. The
application combines segmentation and classification along
with Grad-CAM visualizations to improve transparency in
decision-making, as shown in Fig. 10.

H. Real-Time Test Data Evaluation

Our model was also evaluated using chest X-Ray images
provided by NIDCH Hospital in Bangladesh. Patient identifi-
cation data was anonymized before being provided to us. Of
the 28 provided images, 24 were correctly classified (86%) in
the web app’s final test, which is shown in Fig. 11.

V. LIMITATIONS AND FUTURE WORKS

Despite having promising results, this study has limitations.
The model’s performance depends on data quality and differ-
entiability, risking biases if it is not carefully curated. While
MobileNetV2 improves deployment efficiency, it also leads to
decreased accuracy levels relative to larger model versions.
AI integration in clinical workflows concerns data privacy,
liability, and trust. The future research agenda includes An-
droid deployment, various datasets that enhance generalization



TABLE VI
PERFORMANCE COMPARISON OF TEACHER AND STUDENT MODEL IN BOTH DATASETS

Models Accuracy Loss Val Accuracy Val Loss Test Accuracy Test Loss Precision Recall F1-Score
Teacher (Original) 0.96 0.15 0.94 0.19 0.95 0.15 0.95 0.94 0.94
Student (Original) 0.97 0.12 0.97 0.05 0.96 0.13 0.96 0.96 0.96
Teacher (Segmented) 0.97 0.09 0.98 0.08 0.96 0.10 0.97 0.97 0.97
Student (Segmented) 0.99 0.06 0.98 0.03 0.97 0.07 0.98 0.98 0.98

Fig. 8. Accuracy and Loss Plots for Teacher and Student Model on Both
Original and Segmented Dataset

abilities, and real-time analysis for newly arising respiratory
conditions.

VI. CONCLUSSION

Several recent studies emphasize the ability of AI-powered
medical imaging platforms to enhance lesion detection. Our
multi-class X-ray diagnostic framework integrates fluency in
semantic, multi-class classification, and knowledge distillation
with a tractable semi-supervised approach to segmentation,
providing a high-performance as well as interpretable but
computationally-capable solution that is feasible in resource-
poor settings. It connects AI diagnostics to actual medical
outcomes by combining easy AI models with explanatory
techniques. The framework will be scaled up and fine-tuned
for real-world usage in future studies.
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