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Abstract: 

There have been a lot of researches conducted on prediction and identification of diseases 

using the genetic microarray data. The classification of cancer at molecular level was 

performed by T. R Golub, the research in this filed has increased spontaneously. One of the 

most challenging tasks in the post-genomic era is the identification of disease genes from a 

vast amount of genetic data. Complex diseases also present a highly heterogeneous genotype, 

which renders it difficult to identify biological markers. Machine learning methods are widely 

used to identify those markers, but their performance depends heavily on the size and quality 

of the data available. The main objective of the study is to predict disease classes using genetic 

microarray data with help of KNN, Decision Tree, MLP, Naïve Bayes and Ada Boost 

Classifiers. All these classifiers are also evaluated with different hyperparameters to find out 

best estimator. 
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1. Introduction: 

Prevention is better than treatment they say 

and yes, it is true. But in order to prevent we 

need to identify first. The most important 

area of medical research is identification of 

diseases and disease-causing genes. 

Identification of disease-causing genes can 

help to diagnose the disease and also, we 

may find the treatment of the diseases. Till 

the time it is observed that genetic 

mutations are a cause of life-threatening 

diseases. Genetic mutations affect the level 

of gene expression. Gene expression is the 

process by which the DNA sequence of a 

gene is transcribed into RNA. The level of 

expression of a gene indicates the 

approximate number of copies of the RNA 

produced in a cell of that gene and is 

correlated with the amount of the respective 

proteins produced [1]. The recent advent of 

microarray technology has made 

simultaneous monitoring of thousands of 

gene expressions possible. Analysing gene 

expression data can indicate the genes 

which are differentially expressed in the 

diseased tissues [2]. 

In this paper we have used KNN, Decision 

Tree, MLP, Naïve Bayes and Ada Boost 

classifiers to predict the disease classes by 

using the genetic microarray data. We have 

used Pandas library which is extensively 

supported by python to load and transpose 

the data. Next, we performed data cleaning 

by thresholding both train and test data to a 

minimum value of 20, maximum of 16,000. 

For feature selection we have used t-test 

transformer on each class. The genes with 

highest t-test values are selected from each 



gene class. Next, we applied classifiers on 

the data and then we found out the best 

model by evaluating all the classifiers. 

 

2. Background: 

a) Classification:  

Classification is a task involving the use of 

machine learning algorithms that learn how 

to apply a class mark to problems domain 

examples. It is a process whereby a given 

set of data is categorised into classes and 

can be performed on both structured and 

unstructured data. The process begins with 

predicting the type of data points given. 

Sometimes the classes are called goals, 

marks or divisions. Predictive modelling of 

the classification is the job of 

approximating the mapping function from 

input variables to a discrete output variable. 

The main objective is to classify which 

class / category the new data falls under. 

 

b) KNN Classifier: 

The K-nearest Neighbours (KNN) 

algorithm is a simple, easy to implement 

supervised machine learning algorithm 

which can be used to solve both 

classification and regression problems. 

KNN is simple and has no assumptions and 

training steps involved. KNN is also 

constantly evolving as it adapts to the newly 

collected data. Even though it is easy to 

implement, its slow. It works really well 

with a low number of input variables but 

when the variables are increased. It has a 

hard time predicting new data points. 

c) Decision Tree Classifier: 

Decision Tree Classifier is a simple 

classification technique which is widely 

used. To solve the problem of classification 

it applies a straightforward theory. Decision 

Tree Classifier introduces a set of carefully 

constructed questions about test record 

attributes. Each time it receives a reply, a 

follow-up question is asked before it draws 

a conclusion about the record's class name. 

The decision trees require less effort during 

the pre-processing and the missing values 

don’t have an impact on the decision tree. 

Even a small change in the data leads to a 

major structural shift in the decision tree 

which ultimately leads to instability. They 

require more time comparatively to train 

model and also they are complex. 

d) MLP Classifier: 

MLP Classifier stands for multi-layer 

Perceptron classifier connected to a Neural 

Network in the name itself. MLP Classifier 

depends on an underlying Neural Network 

to perform the classification function as 

opposed to other classification algorithms 

such as Support Vectors or Naive Bayes 

Classifier. The main advantage of Neural 

network is that they have the ability to out-

perform almost every other machine 

learning algorithm. And also the ability to 

work even with missing information. 

Neural network is often considered as a 

black box because of its unpredictable 

nature. It is almost impossible to figure out 

how it came to a certain conclusion. NN 

require way more data compared to other 

machine learning problems which can be 

solved with less amount of data if using 

other algorithms. 

e) Naïve Bayes Classifier: 

Naive Bayes classifiers are a set of Bayes' 

Theorem-based classification algorithms. It 

is not a single algorithm but a family of 

algorithms in which they all share a 

common principle, i.e. each pair of 

characteristics being classified is 

independent of each other. In cases where 

the independent predictors are true, the 



Naïve Bayes classifier performs better 

when compared to the other models. It is 

easy to implement. The training period is 

less as it only requires a small amount of 

training data to estimate the test data. It 

relies too much on independent predictors. 

f) Ada Boost Classifier: 

The classifier Ada-boost blends a weak 

classifier algorithm to form a solid 

classifier. A single algorithm could 

misclassify the objects. But if we combine 

multiple classifiers with selection of 

training set at each iteration and assign the 

right amount of weight in the final vote, we 

can have good overall classifier accuracy 

score. It is so flexible that it can be 

combined with any machine learning 

algorithms. It is fast, simple and easy to 

program. It is vulnerable to uniform noise 

and also the weak classifiers tend to lead to 

low margins and overfittings. 

3. Methodology: 

Step 1- Load Data: In this step we load the 

gene data which has comma-separated 

values. Using the Pandas library which is 

extensively supported by python, we load 

the data and perform the transpose of the 

data. 

Step 2- Data Cleaning: Here we threshold 

the training and testing data to a minimum 

value of 20 and a maximum of 16,000. 

Step 3- Feature Selection and T- test 

transformer: Function Selection selects 

features that contribute significantly to our 

predictive output. This project is an 

important step. For the performance of the 

set of features in this project, we carried out 

a t-test for each class from that class sample 

and in the remaining classes. For each gene 

class the genes with the highest absolute t- 

values are picked. We got t-values 

measured as:  
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Welch's t-test can be used when two 

population variances are not considered to 

be equal. Transformer which is compatible 

with sklearn.pipelines is introduced. For 

each class, it selects top w features with the 

highest t-scores, and selects features using 

t-score. Implementation of scypy library t-

test has been used here. 

Step 4- Classification and their Individual 

Result:  

1. KNN (K = 2, 3, 4):  

1: KNN Classifier 



KNN is supervised learning algorithm. We 

are given a training dataset here that has 

training observations (x, y) and would like 

to capture the relationship between x and y. 

Our motive here is to learn a function h: 

X→Y so that h(x) can predict the 

corresponding output y when given an 

unseen observation x. Figure 1 shows 

results of KNN classifier with K= [2,3,4] 

and K=3 gives highest mean test score. But 

we have tried different values of K also. 

2. Decision Tree Classifier: 

By learning basic decision rules that are 

placed from prior data, i.e. training data, the 

Decision Tree model may construct a 

training model that predicts the target 

variable class or value. We start from a root 

of tree to predict class label for a record. 

Then we equate root attribute values with 

attribute of record. Using comparison, we 

can follow the corresponding branch of 

value and jump to next node. Figure 2 

shows the output for the classifier. 

3. MLP Classifier: 

Implementation of MLP Classifier takes no 

more effort than implementation of Support 

Vectors or Naive Bayes or any other 

classifiers from Scikit-Learn. Figure 3 

shows the results for MLP. 

4. Naïve Bayes Classifier: 

Naive Bayes, a probabilistic model of 

machine learning which is used for 

classification tasks. The classification is 

based on the theorem of the Bayes.  

 

 

2: Decision Tree Classifier 

3:MLP Classifier 



 

 

𝑃(𝐴|𝐵) =  
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 

Using Bayes theorem, we can determine the 

likelihood that A will happen, given that B 

has happened. Here the hypothesis is A, and 

proof is B. Here the presumption is that the 

functions are autonomous. The presence of 

one trait won't affect the other. So, it's 

called naive. Figure 4 shows output for 

Naïve Bayes Classifier. 

5. AdaBoost Classifier:  

Bagging indicates grouping of the 

bootstrap. Thus, that the uncertainty of 

predictions it is a mixture of several 

learners. For example, M Decision Tree 

random forest trains, you can train M 

different trees on different random sub-sets 

of the data and vote for final prediction. 

Bagging consists of the Random Forest and 

Extra Trees algorithms. Boosting 

algorithms, set of the low accurate classifier 

combined to create a highly accurate 

classifier. Low accuracy classifier (or weak 

classifier) offers the accuracy better than 

we can say the flipping of a coin. Highly 

accurate classifier (or strong classifier) 

offers error rate closer to 0. This algorithm 

is able to track the model who failed 

accurate prediction. The following three 

4: Naive Bayes Classifier 

5:Ada Boost Classifier 



algorithms have gained massive popularity 

in data science competitions: AdaBoost 

(Adaptive Boosting), Gradient Tree 

Booting and XGBoost. Stacking (or stacked 

generalization) is an ensemble learning 

technique. It combines multiple base 

classification models’ predictions to form a 

new data set. This new data is treated as the 

input data to another classifier. The 

classifier is employed to solve this problem. 

Stacking is also called as blending. 

Figure 5 shows the output for ada boost 

classifier. 

Step 5- Best Model Selection: We evaluate 

all above classifiers and with different 

hyperparameters to find out best estimator. 

For this, we made use of sklearn’s Pipeline 

class. It sequentially applies a list of 

transforms and a final estimator. 

Intermediate steps of the pipeline must 

implement fit and transform methods. The 

final estimator only needs to implement fit. 

The transformers in the pipeline can be 

cached using memory argument. The 

motive of the pipeline is to assemble several 

steps that can be cross validated altogether 

while setting different parameters. For this, 

it enables setting parameters of the various 

steps using their names and the parameter 

name separated by a ‘__’. A step’s 

estimator may be replaced by setting the 

parameter with its name to another 

estimator, or a transformer removed by 

setting it to ‘passthrough’ or None. Feature 

selection and the model training are done 

using cross-validation, in order to avoid 

data leakage. We were able to find that 

MLP is the best model in this study. 

4. Experimental Results: 

Figure 6 shows the error rate graph for 

KNN classifier. We have plotted number of 

genes on Y- axis and error rate on X- axis. 

 

6:Graph for KNN 

Figure 7 shows the error rate graph for 

Decision Tree classifier. We have plotted 

number of genes on Y- axis and error rate 

on X- axis. 

 

 

7: Graph for Decision Tree 

Figure 8 shows the error rate graph for MLP 

classifier. We have plotted number of genes 

on Y- axis and error rate on X- axis. 

 



 

8: Graph for MLP 

Figure 9 shows the error rate graph for 

Naïve Bayes classifier. We have plotted 

number of genes on Y- axis and error rate 

on X- axis. 

 

9: Graph for Naïve Bayes 

Figure 10 shows the error rate graph for 

Ada Boost classifier. We have plotted 

number of genes on Y- axis and error rate 

on X- axis. 

 

10: Graph for Ada Boost 

 

11: Best Estimator (MLP) 



Figure 11 shows the best estimator as MLP 

classifier with maximum accuracy 

compared to the rest of the classifiers. 

5. Conclusions: 

In this paper we have predicted the disease 

classes using genetic microarray data by 

using KNN, Decision Tree, MLP, Naïve 

Bayes and Ada Boost classifiers. All the 

classifiers were able to predict the disease 

classes with different accuracy scores. Out 

of those MLP was evaluated as the best 

model because the accuracy of the MLP 

model was higher than other classifiers.
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