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Step 1: Load Data 

• For loading gene data which has comma-separated values.  

• Using Pandas library, we load the data and perform transpose. 

 

Load Dataset Function 
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Step 2: Data Cleaning 

• Threshold both train and test data to a minimum value of 20, maximum of 16,000. 

 

Dataset Pre-processing Function 
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Step 3: Feature Selection and T-test transformer 

• Feature Selection selects features that provide significant contribution to our prediction output. It 

is an essential step in this project. 

• So, for performing feature selection in this project, we have performed a t-test for each class from 

the sample of that class and in remaining classes. The genes with highest absolute t- values are 

selected from each gene class. We have calculated t-values as following: 

𝑡 =
 𝑋1 + 𝑋2
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⁄ +  
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2
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• When two population variances are not assumed to be equal, Welch’s t-test can be used. 

• Transformer is implemented which can be compatible with sklearn.pipelines. It selects top w 

features with highest t-scores for each class and selects features using t-score. Implementation of 

t-test from scypy library has been used here. 
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T-test Score Feature Selection Class 
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Step 4: Classification and their Individual Result 

 

I. K-NN (K=2,3,4) 

• KNN classification is supervised learning algorithm. Here, we are given a training dataset which 

has training observations (x, y) and would like to capture relationship between x and y. Our 

motive here is to learn a function h:X→Y so that when given an unseen observation x, h(x) can 

predict the corresponding output y. 

• Following output screenshot shows results of KNN classifier with K= [2,3,4] and K=3 gives 

highest mean test score. But we have tried different values of K also. 

 

K-NN Score 
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II. Decision Tree 

• Decision Tree algorithm belongs to supervised learning algorithms family, but it can be also used 

for solving regression and classification problems. 

• By learning simple decision rules put from prior data i.e. training data, Decision Tree model can 

create a training model which predicts the class or value of target variable. 

• For prediction of class label for a record, we start from a root of tree. Then we compare values of 

root attribute with record’s attribute. With help of comparison we can follow the branch 

corresponding to value and jump to next node. 
 

 

Decision Tree Score 
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III. Neural Network (MLP Classifier) 

• MLP Multi-layer Perceptron classifier connects to a neural network. It depends on an underlying 

Neural Network to perform the task of classification unlike Support Vectors or Naive Bayes. 

• Implementation of MLP Classifier takes no more effort than implementation of Support Vectors 

or Naive Bayes or any other classifiers from Scikit-Learn. 

 

 

 

 

MLP Classifier Score 
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IV. Naïve Bayes 

• Naive Bayes, a probabilistic machine learning model that’s used for classification task. The 

classifier is based on the Bayes theorem. 

 

𝑷(𝑨|𝑩) =  
𝑷(𝑩|𝑨)𝑷(𝑨)

𝑷(𝑩)
 

• Using Bayes theorem, we can find the probability of A happening, given that B has occurred. 

Here, A is the hypothesis and B is the evidence. The assumption here is that the features are 

independent. Presence of one feature will not affect the other. Hence called naive. 

 

 

Naïve Bayes Classifier Score 
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V. AdaBoost Classifier 

• Bagging means bootstrap aggregation. It is combination of multiple learners to reduce the 

variance of estimates. For example, random forest trains M Decision Tree, you can train M 

different trees on different random subsets of the data and perform voting for final prediction. 

Bagging consist of algorithms Random Forest and Extra Trees. 

• Boosting algorithms, set of the low accurate classifier combined to create a highly accurate 

classifier. Low accuracy classifier (or weak classifier) offers the accuracy better than we can say 

the flipping of a coin. Highly accurate classifier (or strong classifier) offers error rate closer to 0. 

This algorithm is able to track the model who failed accurate prediction. The following three 

algorithms have gained massive popularity in data science competitions: 

o AdaBoost (Adaptive Boosting) 

o Gradient Tree Boosting 

o XGBoost 

• Stacking (or stacked generalization) is an ensemble learning technique. It combines multiple base 

classification models’ predictions to form a new data set. This new data is treated as the input 

data to another classifier. The classifier is employed to solve this problem. Stacking is also called 

as blending. 
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AdaBoost Classifier Score 
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Step 4: Best Model Selection 

• We evaluate all above classifiers and with different hyperparameters to find out best estimator. 

• For this, we made use of sklearn’s Pipeline class. It sequentially applies a list of transforms and a 

final estimator. Intermediate steps of the pipeline must implement fit and transform methods. The 

final estimator only needs to implement fit. The transformers in the pipeline can be cached using 

memory argument. 

• The motive of the pipeline is to assemble several steps that can be cross validated altogether 

while setting different parameters. For this, it enables setting parameters of the various steps 

using their names and the parameter name separated by a ‘__’. A step’s estimator may be 

replaced by setting the parameter with its name to another estimator, or a transformer removed by 

setting it to ‘passthrough’ or None. 

• Feature selection and the model training are done using cross-validation, in order to avoid data 

leakage. 
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Code Snippet: Hyperparameter Tuning and Best Model Estimation 
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Best Model 

 
  

 

 

 

 

 

 

 

 

 Predictions of Test Dataset with Best Model
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Final Output (Predications) 

 

 
 


