
Ethics of Genomics and AI



Before We Begin

This presentation is my  personal aggregation and interpretation of available 
resources and it prioritizes what I believe is important for you.  It may not be 
complete, so please use this along with other references you find.

The intersection of Genomics and AI is still novel and not many publications 
exists exploring the ethics. 



Subjects covered

● Ethics in Machine Learning
○ Types of BIas

■ Sampling bias
■ Exclusion bias
■ Prejudice bias
■ Measurement bias
■ Bias through Interaction
■ Emergent Bias

○ Liability, Trust, and Malicious use of ML
■ Liability
■ AI Snake Oil
■ Trust
■ Explainability
■ When not to build and Frameworks to help you

○ Additional Resources



An analysis of Ethics 
in AI Genomics

● Ethics in Genomics Research
○ Privacy
○ Mandatory Genetic Databases
○ Working Open
○ Interoperability
○ Liability
○ Recontacting 
○ Regulatory
○ Malicious Use



Priming Questions

● Who has done an ethics course before?
● Who has done an ethics course in genomics?
● Who has done an ethics course in AI?



The addition of this 
lecture makes us 
special 

The majority of Data Science related courses in the US do not include ethics in 
their data science courses (Martin, 2015)



ML Bias



Sampling Bias

Collecting Data that doesn’t properly represent the environment it’s going to be 
used in.

● If AI system were to judge a beauty contest and were training by white 
people...Well guess who would win. 

○ http://beauty.ai/
● Did HP make their Laptops racist?
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https://qz.com/774588/artificial-intelligence-judged-a-beauty-contest-and-almost-all-the-winners-were-white/
https://qz.com/774588/artificial-intelligence-judged-a-beauty-contest-and-almost-all-the-winners-were-white/
http://beauty.ai/
https://www.youtube.com/watch?v=t4DT3tQqgRM
http://www.youtube.com/watch?v=t4DT3tQqgRM


Exclusion Bias

● If you remove some features from your dataset with the intention of 
cleaning the data 

● Titanic Survival prediction:
○ If you wanted to predicted who survived and who died, you may 

exclude passenger ID as a feature. However, those with smaller ID’s 
were actually closer to lifeboats as it was used as the method to 
select their rooms.

Methods to reduce Exclusion Bias

● Investigate before discarding
● Ask a colleague 
● Tools exists to calculate Feature Importance (scikit-learn)

Link: http://bit.ly/mlbiasD3 

http://bit.ly/mlbiasD3


Prejudice Bias

● When stereotypes are introduced into your dataset. For example, you want 
to detect if someone is at work. If you train the model on data that and you 
feed the data thousands of pictures where men are coding and females are 
cooking, your system will obviously be biased.

● Ignore statistical relationships between gender/race/country and task
● Ensure there is an even amount of representation in your data

Link: http://bit.ly/mlbiasD3 

http://bit.ly/mlbiasD3


Reducing Stereotype Bias 
(Barbosa & Chen, 2019)

Problem:

● Large amounts of data being manually labelled through services like 
mechanical Turks. 

● There are concerns that this may lead to two effects data bias IRT 
Stereotypes and unfair payment 

● For example cultural differences can impact algorithmic accuracy. 
● Time the tasks is available limits the candidate pool available to do the task

Proposed Solution

● Control for demographic information of the workers 
● Ensure that the payment for the tasks is as close as possible t minimum 

wage of the worker in their country and not below

https://dl.acm.org/doi/abs/10.1145/3290605.3300773

https://dl.acm.org/doi/abs/10.1145/3290605.3300773


Reducing Stereotype Bias 
(Barbosa, Chen, 2019)

Results

● Small increase in accuracy of the contributors based on history of doing 
similar task

https://dl.acm.org/doi/abs/10.1145/3290605.3300773

https://dl.acm.org/doi/abs/10.1145/3290605.3300773


Measurement Bias

● When there is a problem with the tool being used to observe or measure 
something 
○ For example, using two different types of cameras for object 

detection when collecting data and when deploying your model

● Methods to correct include using multiple measuring devices or have 
someone with experience who can compare the outputs 

Link: http://bit.ly/mlbiasD3 

http://bit.ly/mlbiasD3


Bias through 
interaction

Tay - The Microsoft twitter bot which became sexist and anti-semitic due to 
biased Data

● Users can message it and it learns over time how to interact with you
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Social Media -Echo Chamber.

If you look at content on your facebook and you like things that are of a specific nature, the 
algorithms learns that you like certain types of information and will provide new content similar to 
the stuff you liked before

Article published in PNAS 

● Looked at 376 Million English Speakers on Facebook
○ Examined how they interact with English speaking news sources in terms of:

■ Consumption
■ Articles they shared liked , and commented on

● Authors found that FB users only interact with a small number of news outlets and limited 
their activity to a limited set of pages.

● FB’s Algorithm learnt this and created selective exposure to content. 
● Though social media critics have been making this claim for a while, this adds quantifiable 

evidence that it’s happening

Emergent Biases
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http://www.pnas.org/content/114/12/3035


Liability, Trust, and Malicious use of ML



Liability



Liability

Determining liability if a AI system fails is something which we still don’t have a 
clear answer for.

For example: If a self Driving vehicle hits a pedestrian. Who is liable to cover the 
medical bills?

● Is it the insurance company?
● Car Manufacturer?
● Creator of self driving system?
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AI Snake Oil

https://arxiv.org/pdf/1906.09208.pdf
http://bit.ly/snakeoilAI

“Common sense tells you this isn’t 
possible, and AI experts would 
agree. This product is essentially 
an elaborate random number 
generator”

-Arvind Narayanan  Associate 
Professor at Princeton

https://arxiv.org/pdf/1906.09208.pdf
http://bit.ly/snakeoilAI


Why is there AI Snake 
Oil?

Public understanding of what's currently viable is not well understood. It would 
require for the to understand:

● The current achievable benchmarks for that task and the evaluation metric 
used (eg. Google recently announced their conversational agent is able 
achieve a score 79% SSA versus humans who are at 86%)

● Limitations of available computational power 



Why is there AI Snake 
Oil?

● Understanding of different ML models and what each one is good at 
○ Variations of Neural Networks (2017) (http://bit.ly/neuralnettypes)

http://bit.ly/neuralnettypes


Problems in 
Explainability and 
Trust

● Explainability (providing insight into model behavior) when it comes to Machine 
Learning is done poorly due to the fact that it’s usually structure for Engineers to 
communicate with each other to help debug the model 

● Generally not developing methods to communicate the models to the end users
● Methods of improving explainability to end users described in section below

https://dl.acm.org/doi/abs/10.1145/3351095.3375624

 

https://dl.acm.org/doi/abs/10.1145/3351095.3375624


Conflicting Reports in 
Trust of AI in Medical 
use



Trust of robotic/AI 
Intervention in healthcare

https://ieeexplore.ieee.org/document/8525782

Therapy Interventions with robotic agent is just as trusted versus one with a human 
agent. 

https://ieeexplore.ieee.org/document/8525782


Trust of robotic/AI 
Intervention in 
healthcare

https://ieeexplore.ieee.org/document/8333308

Those in Robot therapy group improved faster but the effect of corrective feedback 
lasted longer in the therapy group.

https://ieeexplore.ieee.org/document/8333308


Reducing Black Box and 
Improving Trust: LIME

http://www.youtube.com/watch?v=hUnRCxnydCc


Local Interpretable 
Model-agnostic Explanations 
(LIME) 

If thousands of features contribute to a decision, it is not reasonable for someone to be able to understand how a system 
came to its results.

You may not be able to do global faithful but local faithful is possible. In other words, you should be able to understand how 
a machine learning system makes a decision for one particular instance 

Designed to be model agnostic 

https://christophm.github.io/interpretable-ml-book/lime.html

https://arxiv.org/pdf/1602.04938.pdf

https://christophm.github.io/interpretable-ml-book/lime.html
https://arxiv.org/pdf/1602.04938.pdf


Improving Trust

Source: https://pair.withgoogle.com/chapter/explainability-trust/

Plenty of examples where people are suspicious of algorithmic solutions or being 
over trusting of AI system assuming it can do something which it can’t

https://pair.withgoogle.com/chapter/explainability-trust/


Improving Trust: 
Articulate Data Sources

Explain where the data is coming from when being used in the ML model . You 
should explain:

● What data is being collect and what is the purpose in collecting that data
● Explain if their data is being used for personalize for one user or 

aggregated with other users
● Inform if they can remove  or reset their data



Improving Trust: Inform user if 
there is a Lack of Data for an 
informed decision



Provide Explanations in 
High Stake Scenarios



Ethics Questions to ask 
(Saltz et al,2019)

https://dl.acm.org/doi/abs/10.1145/3341164

https://dl.acm.org/doi/abs/10.1145/3341164


When not to build (ACM FAccT)



Additional Resources

Videos are not up yet, but you can view talks related on the following workshop on 
the FAccT website Youtube channel https://when-not-to-build.github.io

FairML: Python Library to determine  the impact of each input in predictive 
models: https://github.com/adebayoj/fairml

LIME Python Package (https://github.com/marcotcr/lime)

AI Fairness 360 from IBM: https://aif360.mybluemix.net/

What if Tool from Google: https://pair-code.github.io/what-if-tool/

https://when-not-to-build.github.io/?fbclid=IwAR1aSqfPQk6q1J0opgYZoRRTA61Fsmu59uPfWoA_GpMNB0ujD9w1iCnK59Y
https://github.com/adebayoj/fairml
https://github.com/marcotcr/lime
https://aif360.mybluemix.net/
https://pair-code.github.io/what-if-tool/


Ethics within Genomics



Privacy

https://techcrunch.com/2019/10/22/google-has-used-contract-swaps-to-get-bulk-acc
ess-terms-to-nhs-patient-data/

https://techcrunch.com/2019/10/22/google-has-used-contract-swaps-to-get-bulk-access-terms-to-nhs-patient-data/
https://techcrunch.com/2019/10/22/google-has-used-contract-swaps-to-get-bulk-access-terms-to-nhs-patient-data/


Edward You (FBI)

https://www.youtube.com/watch?v=qDEJMc9JiJ0

https://www.youtube.com/watch?v=qDEJMc9JiJ0


Privacy Concerns

http://www.youtube.com/watch?v=qDEJMc9JiJ0


Privacy



Some weird approaches to return 
control of patient data

Augmented-Genomics: Protecting Privacy for Clinical Genomics with Inferential 
Interfaces 

https://dl.acm.org/doi/abs/10.1145/3180308.3180326

https://dl.acm.org/doi/abs/10.1145/3180308.3180326


Compulsory Genetic 
Databases

https://science.sciencemag.org/content/363/6430/938.2

https://science.sciencemag.org/content/363/6430/938.2


Compulsory Genetic 
Databases



Working Openly

Use of patents in genomics has introduced major roadblock

● slower, 
● less efficient, 
● Reduces access: 
● Introduces High cost: a course of treatment against melanoma using 

Bristol-Myers Squibb’s drug Opdivo cost USD$120,000 in 2015, m. In 2005, 
the US government, through state-funded programs, spent USD$210 billion 
on prescription drugs. If a generic version was created it would have only 
costs the government USD$50 billion.

● Patent thicket: company (or a researcher) must navigate its way through the 
“web” of patents in order to commercialize new technology

https://mjlh.mcgill.ca/issues/volume-13-issue-1-131-2019/could-open-be-the-yellow-brick-r
oad-to-innovation-in-genomics-in-north-america/

https://mjlh.mcgill.ca/issues/volume-13-issue-1-131-2019/could-open-be-the-yellow-brick-road-to-innovation-in-genomics-in-north-america/
https://mjlh.mcgill.ca/issues/volume-13-issue-1-131-2019/could-open-be-the-yellow-brick-road-to-innovation-in-genomics-in-north-america/


Working Open helping to 
foster R&D in 
developing countries

Genomics for All: International Open Science Genomics Projects 
and Capacity Building in the Developing World

(Hetu et al, 2019)

https://www.frontiersin.org/articles/10.3389/fgene.2019.00095/full

https://www.frontiersin.org/articles/10.3389/fgene.2019.00095/full


Projects like: HapMap, Malaria Genomic Epidemiology Network “play an important 
role in genomics capacity building in developing countries, but play a more limited 
role with regard to the potential redistribution of the benefits of research to the 
populations of these countries”



Ethics of Open



https://healthitanalytics.com/news/can-healthcare-overcome-its-past-pitfalls-to-leverage-ge
nomic-data

https://healthitanalytics.com/news/can-healthcare-overcome-its-past-pitfalls-to-leverage-genomic-data
https://healthitanalytics.com/news/can-healthcare-overcome-its-past-pitfalls-to-leverage-genomic-data


Interoperability issues

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5891224/

(Ronquillo et al, 2017)

Genome Organization Gene Nomenclature Committee

Standards did not match SNOMED CT codes 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5891224/


Liability

(Marchant, 2013)

https://www.nature.com/articles/gim2013142

3 Cases Highlighted

A woman from Connecticut sued her physician for failing to warn that 
her extensive family history of breast cancer suggested a genetic risk 
of ovarian cancer. The Connecticut Supreme Court recently upheld a $4 
million jury verdict to her after she went on to develop ovarian cancer.1

https://www.nature.com/articles/gim2013142


Liability

3 Cases Highlighted

 “A couple from Oregon successfully sued their physicians and hospital 
for negligence in performing and interpreting prenatal genetic testing 
for Down syndrome. The jury awarded the parents $3 million in 
damages after the child was born with Down syndrome.”



Liability

3 Cases Highlighted

“A woman from California sued her health-care providers for 
prescribing carbamazepine without first recommending genetic testing 
as recommended by the label approved by the Food and Drug 
Administration for patients of Asian ancestry. The woman, who is of 
Asian descent, developed Stevens–Johnson syndrome after being 
prescribed the drug. Her case is currently in arbitration.”

Physicians are the primary target for malpractice lawsuits due to 
biotech companies adopting practices to shift liability



Indicators of increased 
legal issues

(Marchant, 2013)

History shoes that new medical technologies spur increases in 
medical malpractice litigation. This is due to the fact that the more a 
doctor is capable of doing, the more something can go wrong.

“For example, before the advent of renal dialysis, most patients with 
renal failure died with few lawsuits filed; “



Indicators of increased 
legal issues

There are disagreements about the use of genetic testing in a clinical 
context. Some believe it’s ready to be used now, and other think we 
should be more cautious

This can create a separation of doctors who use it and those who 
don’t. This means that both sides can be argued a credible expert can 
be found to defend both sides.



Recontacting patients

https://www.cell.com/ajhg/fulltext/S0002-9297(19)30070-9

https://osf.io/preprints/lawarxiv/mtzfu/

https://www.cell.com/ajhg/fulltext/S0002-9297(19)30070-9
https://osf.io/preprints/lawarxiv/mtzfu/


Recontacting patients

https://www.cell.com/ajhg/fulltext/S0002-9297(19)30070-9

https://osf.io/preprints/lawarxiv/mtzfu/

https://www.cell.com/ajhg/fulltext/S0002-9297(19)30070-9
https://osf.io/preprints/lawarxiv/mtzfu/


Laws and Regulations



Laws and Regulations

Direct-to-consumer genetic testing 

● The Personal Information Protection and Electronic Documents Act which 
applies federally to organizations that collect, use, or disclose personal 
information in the course of commercial activities;

● The Personal Information Protection Act which applies to private sector 
organizations in Alberta;

● The Personal Information Protection Act which applies to private sector 
organizations in British Columbia; and,

● An Act Respecting the Protection of Personal Information in the Private 
Sectorwhich applies to private sector organizations in Quebec.

https://www.priv.gc.ca/en/privacy-topics/health-genetic-and-other-body-information/02_05_
d_69_gen/

https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
http://www.canlii.org/en/ab/laws/stat/sa-2003-c-p-6.5/latest/sa-2003-c-p-6.5.html
http://www.bclaws.ca/EPLibraries/bclaws_new/document/ID/freeside/00_03063_01
http://www2.publicationsduquebec.gouv.qc.ca/dynamicSearch/telecharge.php?type=2&file=/P_39_1/P39_1_A.html
http://www2.publicationsduquebec.gouv.qc.ca/dynamicSearch/telecharge.php?type=2&file=/P_39_1/P39_1_A.html
https://www.priv.gc.ca/en/privacy-topics/health-genetic-and-other-body-information/02_05_d_69_gen/
https://www.priv.gc.ca/en/privacy-topics/health-genetic-and-other-body-information/02_05_d_69_gen/


Malicious Use

GEDmatch is an online service to compare autosomal DNA data files from different testing 
companies.

https://arxiv.org/pdf/1810.02895.pdf

https://arxiv.org/pdf/1810.02895.pdf


Further Readings

● Awesome Artificial Intelligence Guidelines
● Critical ML Reading List
● Henry T Greely

○ Once interviewed him once for a webinar around Neuroethics. Go and 
listen if you are interested

● Digital Health Technologies Committee by Health Canada

● Proposed Regulatory Framework for Modifications to Artificial Intelligence/Machine 
Learning (AI/ML)-Based Software as a Medical Device (SaMD)

● Regulatory challenges of AI products A pre-market perspective

● Return of individual genomic research results: are laws and policies keeping step?

https://github.com/EthicalML/awesome-artificial-intelligence-guidelines/#high-level-frameworks-and-principles
https://github.com/rockita/criticalML/blob/master/README.md
https://law.stanford.edu/directory/henry-t-greely/
https://www.youtube.com/watch?v=GlJk871GyTQ
https://www.youtube.com/watch?v=GlJk871GyTQ
https://www.canada.ca/en/health-canada/corporate/transparency/regulatory-transparency-and-openness/improving-review-drugs-devices/building-better-access-digital-health-technologies.html
https://www.fda.gov/files/medical%20devices/published/US-FDA-Artificial-Intelligence-and-Machine-Learning-Discussion-Paper.pdf
https://www.fda.gov/files/medical%20devices/published/US-FDA-Artificial-Intelligence-and-Machine-Learning-Discussion-Paper.pdf
https://cadth.ca/sites/default/files/symp-2019/presentations/april15-2019/A3-presentation-tdumouchel.pdf
https://www.nature.com/articles/s41431-018-0311-3

