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Abstract—Capsule endoscopy (CE) is a non-invasive way to
detect small intestinal abnormalities such as bleeding. It provides
a direct vision of the patients entire gastrointestinal (GI) tract.
However, a manual inspection of the huge number of images
produced thereby is tedious and lengthy, and thus prone to
human errors. This makes automated computer assisted decision-
making appealing in this context. This paper introduces a
novel deep-learning based semantic segmentation approach for
bleeding zone detection in CE images. A bleeding image features
three regions labeled as bleeding, non-bleeding, and background.
Thus, a convolutional neural network (CNN) is trained using
SegNet layers with three classes. A given CE image is segmented
using our training network and the detected bleeding zones
are marked. The proposed network architecture is tested on
different color planes and best performance is achieved using
the hue saturation and value (HSV) color space. Experimental
performance evaluation is carried out on a publicly available
clinical dataset, on which our framework achieves 94.42% global
accuracy and 90.69% weighted intersection over union (IoU),
two state-of-the-art classification metrics. Performance gains are
demonstrated over several recent state-of-art competiting meth-
ods in terms of all performance measures we examined, including
mean accuracy, mean IoU, global accuracy and weighted IoU.

Index Terms—bleeding detection, capsule endoscopy, deep
learning, SegNet, convolutional neural network.

I. INTRODUCTION

Bleeding is a very common symptom of many GI tract
diseases such as vascular lesions (angiodysplasia), small bowel
tumors, coeliac disease, and Crohns disease [1]. The best way
to visualize the entire GI tract is capsule endoschopy, as it
is non-invasive and capable of capturing images of the small
intestine, where traditional endoscopies (e.g., colonoscopy and
gastroscopy) cannot reach. However, a major challenge of
CE is its reviewing process. The capsule is developed like
a shape of vitamin pill that contains a camera, light source,
wireless transmitter, and battery. Generally, after swallowing
the capsule, it travels 8 hours in the GI tract during that
time, capturing 50,000+ images. Reviewing all these images
is a tedious error-prone task for a physician. Moreover, some
bleeding regions are too small for naked-eye detection. All
these difficulties motivate computer-aided programs for auto-
mated bleeding detection to assist the physicians.

In order to detect bleeding frame and bleeding regions of a
capsule endoscopy images, the producer (Given Imaging that
developed capsule endoscopy technologies in 2000) supplies
a software kit to detect some diseases. The sensitivity and
specificity of this software are very poor, which are reported
as 37% and 59% respectively in [2]. Also, a word-based
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histogram method is presented in [3]. The k-means clustering
is used to find the word dictionary to detect bleeding frame
and the two-stage salient map is proposed to detect bleeding
regions. Another method introduces super-pixel based bleed-
ing segmentation [4], which is computationally complex. A
region-of-interest based bleeding detection on YIQ color space
is proposed in [5] and [6], while the performance of bleed-
ing region detection is not satisfactory . Fully convolutional
networks (FCNs) based bleeding segmentation method is de-
veloped in [7]. This method provides satisfactory performance.
A cluster based bleeding zone detection method is proposed
in [8], where authors used k-means clustering to segment
bleeding zones. In order to detect small colon bleeding, HSV
(hue intensity value) domain and support vector classifier are
used in [9]. Green and red intensity ratio based bleeding
detection is proposed in [10]. To detect a bleeding zone,
statistical color features and support machine vector classifier
are implemented in [11]. All these methods can detect bleeding
images or bleeding areas, however, high accuracy detection is
still missing. Since traditional machine learning approaches
have their own limitations, deep learning could be potentially
a more efficient alternative solution.

To overcome the above challenges, this paper introduces a
novel deep-learning based framework for automated bleeding
zone detection that advances the state-of-the-art. Our major
contributions are the design of an efficient deep-learning
architecture for accurate bleeding zone detection and its com-
prehensive assessment and comparison to the state-of-the-
art, demonstrating consistent gains over multiple performance
metrics. Concretely, we formulate an automatic bleeding zone
detection method via SegNet based semantic segmentation.
SegNet is a pixel-wise segmentation method, which works on a
deep convolutional encoder-decoder architecture. First, a con-
volutional neural network is trained using SegNet layers. The
training CE images are labeled with 3 classes: bleeding, non-
bleeding, and background. To delineate bleeding zones, a given
CE image is then segmented using this network. Bleeding zone
detection accuracy is assessed on publicly available datasets
and performance is compared to other established methods.

The rest of the paper is organized as follows. Our framework
is described in Section II, the experimental assessment and
analysis are carried out in Section III, and concluding remarks
are provided in Section IV.

II. PROPOSED METHOD

The shape and size of the bleeding zones in the capsule
endoscopy images are arbitrary in nature. Also, the location
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Fig. 2: Block diagram of the proposed method

of bleeding pixels is random. Moreover, bleeding zones are
not purely red colored but in different shades of red and
it also suffers from illumination changes over time. Three
bleeding image samples from CE are presented in the Fig.
1. The first row illustrates actual bleeding images followed
by their corresponding ground truth in the second row. In the
first image, small bleeding zones are randomly distributed all
over the images. In the second image, bleeding zones which
exhibit on the top-left corner are hard to detect by naked
eyes. The third image suffers illumination problem caused by
poor contrast. All these difficulties make bleeding detection
task more challenging. To overcome these difficulties, SegNet
based semantic segmentation method using deep learning
algorithm is proposed. The diagram of the proposed method is
illustrated in Fig. 2. In the training phase, the prepared image,
SegNet layers and ground truth (pixel level) are given as inputs
to train convolutional neural network (CNN). Similarly, in the
testing phase, a test image is segmented using that trained
CNN and finally bleeding zones are detected.

Now-a-days deep learning is widely used in computed
vision and image processing application. Deep learning con-
siders as a computational models that are consisted of several
processing layers to study representations of data with multiple
levels of abstraction. Convolutional neural network is one of
the deep learning tools. In order to detect bleeding zones, in
this paper, a CNN based Semantic segmentation method is
proposed. This method can understand the CE images at pixel
level, which means the trained network can assign each pixel
in the image to an object class. In 2012, a patch classification
method was proposed by [12], which use patches to define
the fully connected layers. However, it can only analyze
the fixed size images. In 2014, a new CNN named Fully

Convolutional Encoder-Decoder

Pooling Indices 4

-Conv + Batch Normalisation + RelLU

B Pooling [ Upsampling Softmax

Fig. 3: The SegNet architecture used in bleeding detection [14]

Convolutional Network (FCN) was introduced in [13], which
is a popular CNN architecture allowing the segmentation maps
to be generated from different size of images. In 2015, a
new architecture with encoder and decoder was proposed by
many researchers. The one is called U-Net [13], which was
introduced for biomedical image segmentation. The other one
is called SegNet [14] and proposed algorithm is developed
based on this method. Compared to FCN, SegNet is more
time and memory efficient. The encoder will reduce the spatial
dimension and the decoder will recover the image detail and
the dimensions of pictures. For time efficiency, the SegNet
method is chosen as the main semantic segmentation method.

A. SegNet Architecture

SegNet shares the same property with U-Net, which has an
encoder network and a corresponding decoder network [14].
The output will be fed into the pixel-wise classification layer.
The architecture for the CE bleeding detection is shown in
Fig. 3. For the classification of bleeding, non-bleeding and
background objects, VGG16 network [15] is used as the first
13 convolutional layers of the encoder network, each of these
layers has a corresponding decoder layer. Thus, we have 13
encoder layers and 13 decoder layers. A huge amount of pic-
tures can be resized to small pictures to decrease the training
time. Besides, the fully connected layers will be discarded to
keep the high-resolution feature maps at the deepest encoder
output. The decoder output will be fed into the classifier to
classify each pixel separately. Proposed SegNet architecture
is illustrated in Fig. 3. No fully connected layers are used
thus it is a CNN. The encoder generates the transferred pool
indices then the input is up-sampled by the decoder to produce
a sparse feature map. The trainable filter bank then helps to
perform the convolution to densify the feature map. Finally, a
soft-max classifier is fed by the decoder output feature maps
for pixel-wise classification.

One of the main features of SegNet is to obtain the good
results with time and memory efficiency, which is achieved in
the efficient encoder network. For the encoder network, max-
pooling and sub-sampling will be used to achieve translation
invariance for the tiny spatial shifts of the input image, then
produce a large spatial window for all the pixels. These
processes will increase the lossy image representation at the
boundaries, which are unacceptable for the segmentation.
Thus, the boundary information should be fully stored before
the sub-sampling. In practical applications, the encoder feature
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maps cannot be fully stored because of the memory limit.
Therefore, for each encoder feature map, only the max-pooling
indices which including the maximum features in each pooling
window will be stored.

Another feature of SegNet is the trainable decoder, which
is not available for the fully convolutional network (FCN).
After generating the max-pooling indices from the encoders,
the related decoder network is used to up-sample the input
feature maps using the corresponding indices. The illustration
is shown in Fig. 4. A, B, C, D are the values in feature map.
The feature maps are up-sampled by using the max pooling
indices then convoluted with a trainable decoder filter. The
dense feature map then will be obtained from the filter. The
decoder of SegNet can produce multiple channels instead of
the R, G, B channels used by other networks.

B. Training and Test

In order to precisely highlight the bleeding areas, a convo-
lutional neural network is trained. A SegNet network layer is
constructed using 256 x 256 x 3 image size, three input classes
and optimal number of encoder-decoder depth. Furthermore,
a pre-trained VGG-16 network layer is also considered. A
softmax layer is added to minimize the loss function. In the
training stage, random image reflection and translation are
performed to ensure that the proposed network can work on
reflected and translated images. The network model is trained
and tested on a single NVIDIA GeForce GTX1070, with
momentum 0.9, initial learning rate 1073, maximum epochs
100, minimum batch size 3.

IIT. SIMULATION RESULTS AND DISCUSSIONS
A. Dataset Description

The bleeding region detection performance of the proposed
method is evaluated using a pixel-wise labeled of CE dataset.
Capsule endoscopy images are collected from the publicly
available dataset [16], [17], where pixel-wise annotations are
offered. For the purpose of experimentation, 303 vascular, 27
angioectasias and 5 other bleeding images are considered. The
pixels of these 335 bleeding images are labeled as bleed-
ing, non-bleeding, and background. The black surrounding
pixels around the border are annotated as background. The
pixels within bleeding regions (dataset provides bleeding pixel
ground truth) are labeled as bleeding and the remaining pixels
are annotated as non-bleeding. Annotation results are shown
in Fig. 5, where black, cyan and red represent background,
non-bleeding and bleeding regions respectively. The size of
each image is 360 x 360 x 3 pixels. During the training

Background
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I Bleeding
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Fig. 5: Illustration of annotation process; (a) actual CE image, (b) bleeding
region ground truth, (c) after annotation

(

step, all the images are resized to 256 x 256 x 3. Randomly
selected 201(60%) images are used to train convolution neural
network using semantic segmentation layers and the remaining
134(40%) images are selected for testing.

B. Performance Measures

The Performance of semantic segmentation task is measured
using four metrics as follows. i) mean intersection over union
(mean IoU), ii) weighted intersection over union (weighted
IoU), iii) mean accuracy, iv) pixel accuracy. These four metrics
are defined as

1 ; N
Mean IoU = (7) L 0
Tl tv’, + Zj T — N
Weighted IoU = (Z tk) > ting )
k ti+ 205 i — i
1 i
Mean Accuracy = (7) i 3)
Nel — 1;
Global Accuracy = M @

Zi ti

where,

e n;; = the number of pixels of class ¢ predicted to belong
to class @

e n;; = the number of pixels of class ¢ predicted to belong
to class j

o t; = the total number of pixels of class %

e n. = the total number of classes

C. Bleeding Zone Detection Performance

During the training phase of the CCN using SegNet layers,
training accuracy over the iteration are plotted on the Fig 6.
It is observed that accuracy increased quickly and converged,
that illustrates the efficiency of the proposed network model.
A confusion matrix of the bleeding detection is presented in
Table I. A confusion matrix is a particular table arrangement
that allows visualization of the performance of an algorithm.
The instances in a predicted class are demonstrated by each
row of the matrix while the instances in a actual class are pre-
sented by each column (or vice versa). Bleeding, non-bleeding
and background pixel detection accuracy are found 81.08%,
90.02% and 98.96% respectively, which is very satisfactory.
Although around 19% bleeding pixels are detected as non-
bleeding pixels due to their very similar intensity characteristic
with non-bleeding pixels. On the other hand, around 9.5% non-
bleeding pixels are detected as bleeding, but for the clinical
perspective, 9.5% false positive is acceptable.
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Fig. 6: Training accuracy during the training phase

TABLE I: CONFUSION MATRIX OF BLEEDING DETECTION

Bleeding | Non-bleeding | Background
Bleeding 537,111 125,165 160
(81.08%) (18.89%) (0.02%)
Non-bleeding | 1,064,309 10,175,416 63,768
(9.42%) (90.02%) (0.56%)
Background 10 55,993 5,344,468
(0.00%) (1.04%) (98.96%)
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Fig. 7: Bleeding detection performance obtained using different network
architecture

TABLE II: PERFORMANCE COMPARISON AMONG COLOR PLANES

Global Mean Mean ‘Weighted
Accuracy | Accuracy IoU IoU
RGB 92.46% 90.02% 72.50% 89.27%
Normalized RGB 93.19% 85.69% 72.31% 89.62%
HSV 94.42% 87.48% 75.63% 90.69%
Lab 94.58% 65.89% 63.20% 90.06%
YIQ 91.77% 89.58% 71.42% 88.18%

While training SegNet network the length of encoder and
decoder is varied and the performance of each of the encoders
is evaluated, which is presented in Fig. 7. The depth of
the network encoder is varied from 2 to 6 and also VGG-
16 network architecture is tested. Although slightly better
performance is achieved using the VGG-16 network, it is
observed that consistent performance is obtained in terms of
the length of the encoder depth.

Bleeding detection performance is evaluated in different
color space using the proposed method which is presented
in table II. Among the color planes, the best global accuracy
is obtained using Lab color space and the best mean accuracy
is obtained using RGB. However, the best mean IoU and
weighted IoU are achieved using HSV color space. While
considering the performance of all the four measurements, the
most favorable result is attained from HSV.

Moreover, to evaluate the quality of the proposed method,
it is quantitatively compared with three state-of-art methods
which are Fu et. al. [4], Yuan et al. [3] and Xiao et al. [7]. The
method proposed in Fu et. al. incorporates super-pixel based
bleeding segmentation. Yuan method uses two-stage saliency

TABLE III: PERFORMANCE COMPARISON AMONG DIFFERENT METHODS

Method Global Mean Mean Weighted
Accuracy | Accuracy IoU IoU
Fu et. al. [4] 83.48% 82.44% 69.73% 70.48%
Yuan et. al. [3] 84.48% 83.65% 72.11% 73.27%
Xiao et. al. [7] 85.77% 85.80% 74.41% 75.32%
Proposed 94.42% 87.48% 75.63% 90.69%

Background

Non-bleeding

Bleeding

Fig. 8: Bleeding detection output

map extraction to detect bleeding regions. To segment bleeding
pixels, fully convolutional networks are implemented by Xiao.
The comparative performance results are demonstrated in table
II. From the comparison, the proposed method can segment
bleeding regions better than other three methods in terms of
four performance metrics.

Segmentation results of bleeding detection are shown in
Fig. 8, where five sample images are presented. Among the
five bleeding images, active bleeding is shown in column 1,
2 and 3 and inactive bleeding is shown in column 2 and 4.
In the case of active bleeding, the proposed method detect
the bleeding regions with some false positive while on the
other case of inactive bleeding, bleeding regions are detected
more precisely. It is to be noted that the objective of this work
is to assist physician in the reviewing process. The denoted
bleeding regions reduce the burden of the physician and they
can concentrate only on those regions. Therefore, we find that
bleeding region segmentation can be achieved with SegNet
network. This network can definitely help the physician to
diagnose diseases.

IV. CONCLUSION

A novel deep-learning framework is presented for efficient
automated bleeding zone detection in CE images. Bleeding
zone detection is difficult due to its arbitrary shape and
random locations. Moreover, bleeding zones are not purely
red colored, but take on different shades of red. All these
challenges motivate us to design an effective SegNet deep
learning network architecture. We assess the accuracy of mul-
tiple color spaces in bleeding zone detection. The efficiency
of our framework is validated experimentally on clinical data,
observing 94.42% global accuracy, 87.48% mean accuracy,
75.63% mean IoU, and 90.69% weighted IoU, using the
HSV color space. Compared to other established methods,
performance gains are introduced of 8-10%, 1.5-5%, 1-6%
and 15-20%, in global accuracy, mean accuracy, mean IoU and
weighted IoU, respectively. We envision that our framework
can considerably lessen the burden of clinicians and augment
their detection accuracy of bleeding zones.
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