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Figure 1d: Validation Accuracies for Different Trainable Parameters with 3 Datasets
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Figure 1b: Quantum Circuit. Left: Embedding Layer 2

 Middle: Up to 40 Trainable Parameters, Right: Measurements
Figure 1a: ResNet50 Neural Network

23M Non-Trainable Parameters 1
Figure 1c: Datasets. 1) 2-Class Hymenoptera

2) 10-Class Tumor MRI, 3) 44-Class Tumor MRI
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Synopsis: A ResNet50 Neural Network 
without trainable parameters is assisted 

classifying images with a 4-qubit Quantum 
Circuit with trainable parameters for the 
analysis of Accuracy, Loss, and Runtime 
metrics for three different sized datasets. 
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Default.qubit 13, 5 Epochs, NVIDIA V100 16 GB 14

ResNet50: (2048, n_qubits), Classes: (n_qubits, 44) or 10 or 2

https://www.ibm.com/quantum/tools
https://towardsdatascience.com/the-annotated-resnet-50-a6c536034758
https://docs.pennylane.ai/en/stable/code/api/pennylane.devices.default_qubit.DefaultQubit.html
https://www.nvidia.com/en-us/data-center/v100/


“For a given architecture, the values of the parameters determine how accurately the model performs the task.”      
DeepLearning.AI, AI Notes                  

Introduction: Classical deep neural networks must contain the correct number and configurations of trainable “weights and biases” ie. 
parameters to achieve the best accuracies. In an analogous way, quantum machine learning trainable parameters through the optimization of 
qubit rotations can be performed with gates such as Ry, Rx, and Rz. In this study, different numbers of trainable Ry layers were implemented 
in a ‘Quantum transfer learning’ model in order to study the effect increasing circuit parameters has on a single dataset, as well as any 
observable trends between datasets. 3

A) Effect Increasing Parameters has on Validation Accuracy 4 5 6 
1) 2-Class Hymenoptera as a Standard did not experience improvements in accuracy with more trainable quantum parameters
2) 10-Class Tumor MRI dataset experienced the largest increase in accuracies as the number of parameters were increased
3) 44-Class Tumor MRI dataset had small improvements in accuracy for lower number of trainable parameters

B) Parameter Trends Across Different Datasets on Validation Accuracy 
Although the Hymenoptera dataset did not appear to exhibit a positive response to additional trainable parameters, the 10-Class and 
44-Class datasets both generally increased in accuracy for the first 20 trainable parameters. With less total number of tumor classes and a 
greater number of images per class, the 10-Class dataset yielded the best accuracy increases for the highest number of parameters. 

Discussion: Differences between training and validation losses were the lowest for the 10-class set for 40 parameters, which may indicate 
less concerns of overfitting. As quantum inspired methods and devices will likely be able to optimize large numbers of parameters, a 
productive approach will likely be to find the minimum number of parameters needed to assist classical deep learning. This study provided 
insight into parameter selection when best quality datasets are used. This study builds from prior algorithm prototypings, benchmarking, and 
cost/efficiency studies. 7 8 9 10 The larger tumor datasets were also independently analyzed w/ larger circuits in separate studies. 11 12
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https://pennylane.ai/qml/demos/tutorial_quantum_transfer_learning
https://en.wikipedia.org/wiki/Hymenoptera
https://www.kaggle.com/datasets/fernando2rad/brain-tumor-mri-images-17-classes
https://www.kaggle.com/datasets/fernando2rad/brain-tumor-mri-images-44c?select=Germinoma+T2
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_quantum-ml-algorithms-prototyping-for-neuroradiology-activity-7089158282166091776-bvdD/?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_quantum-algorithms-prototyping-for-neuroradiology-activity-7085142524381581312-MSqt/?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_benchmarking-quantum-machine-learning-devices-activity-7110025577578856449-wrLw?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_time-cost-efficiency-resnet50-quantum-activity-7096406927949119489-RYzG?utm_source=share&utm_medium=member_desktop
https://www.chemicalqdevice.com/chemicalqdevice-may-2023-rd-update
https://www.chemicalqdevice.com/chemicalqdevice-june-2023-rd-update


References
1 Mukherjee, S. (2022, August 18). The annotated RESNet-50 - towards data science. Medium. 
https://towardsdatascience.com/the-annotated-resnet-50-a6c536034758
2 IBM Quantum Computing | Tools. (n.d.). https://www.ibm.com/quantum/tools
3 Mari, A. (2021). Quantum transfer learning. PennyLane Demos. https://pennylane.ai/qml/demos/tutorial_quantum_transfer_learning
4 Hymenoptera Download from pytorch: https://download.pytorch.org/tutorial/hymenoptera_data.zip
5 Brain Tumor MRI images 17 classes. (2023, February 28). Kaggle. https://www.kaggle.com/datasets/fernando2rad/brain-tumor-mri-images-17-classes
6 Brain Tumor MRI images 44 classes. (2023, February 12). Kaggle. 
https://www.kaggle.com/datasets/fernando2rad/brain-tumor-mri-images-44c?select=Germinoma+T2
7 Kevin Kawchak on LinkedIn. 
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_quantum-ml-algorithms-prototyping-for-neuroradiology-activity-7089158282166091776-bvdD/?ut
m_source=share&utm_medium=member_desktop
8 Kevin Kawchak on LinkedIn. 
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_quantum-algorithms-prototyping-for-neuroradiology-activity-7085142524381581312-MSqt/?utm_
source=share&utm_medium=member_desktop
9 Kevin Kawchak on LinkedIn. 
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_benchmarking-quantum-machine-learning-devices-activity-7110025577578856449-wrLw/?utm_
source=share&utm_medium=member_desktop
10 Kevin Kawchak on LinkedIn. 
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_time-cost-efficiency-resnet50-quantum-activity-7096406927949119489-RYzG/?utm_source=sha
re&utm_medium=member_desktop 
11 ChemicalQDevice - ChemicalQDevice May 2023 R&D update. (n.d.). https://www.chemicalqdevice.com/chemicalqdevice-may-2023-rd-update
12 ChemicalQDevice - ChemicalQDevice June 2023 R&D update. (n.d.). https://www.chemicalqdevice.com/chemicalqdevice-june-2023-rd-update
13 qml.devices.default_qubit.DefaultQubit — PennyLane. (n.d.). 
https://docs.pennylane.ai/en/stable/code/api/pennylane.devices.default_qubit.DefaultQubit.html
14 NVIDIA V100 | NVIDIA. (n.d.). NVIDIA. https://www.nvidia.com/en-us/data-center/v100/

3/3

 
Tuesday September 26th 2023
K. Kawchak, CEO ChemicalQDevice

Quantum Parameter Study for Quantum Inspired Machine Learning

https://towardsdatascience.com/the-annotated-resnet-50-a6c536034758
https://www.ibm.com/quantum/tools
https://pennylane.ai/qml/demos/tutorial_quantum_transfer_learning
https://en.wikipedia.org/wiki/Hymenoptera
https://www.kaggle.com/datasets/fernando2rad/brain-tumor-mri-images-17-classes
https://www.kaggle.com/datasets/fernando2rad/brain-tumor-mri-images-44c?select=Germinoma+T2
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_quantum-ml-algorithms-prototyping-for-neuroradiology-activity-7089158282166091776-bvdD/?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_quantum-algorithms-prototyping-for-neuroradiology-activity-7085142524381581312-MSqt/?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_benchmarking-quantum-machine-learning-devices-activity-7110025577578856449-wrLw/?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/kevin-kawchak-38b52a4a_time-cost-efficiency-resnet50-quantum-activity-7096406927949119489-RYzG/?utm_source=share&utm_medium=member_desktop
https://www.chemicalqdevice.com/chemicalqdevice-may-2023-rd-update
https://www.chemicalqdevice.com/chemicalqdevice-june-2023-rd-update
https://docs.pennylane.ai/en/stable/code/api/pennylane.devices.default_qubit.DefaultQubit.html
https://www.nvidia.com/en-us/data-center/v100/

